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Abstract: - Existing latent dirichlet allocation (LDA) methods make use of random mixtures over latent topics 

and each topic is characterized by a distribution over words from both batch and continuous streams over time.  

However, it is nontrivial to explore the correlation with the existence of different among multiple data streams, 

i.e., documents from different multiple data streams about the same topic may have different time stamps. This 

paper introduces a new novel algorithm based on the latent dirichlet allocation (LDA) topic model. The 

algorithm includes two main methods. The first method introduces a principled approach to detecting surprising 

events in documents. The embedded events and trends of the model parameters are used for filtering surprising 

events and preprocessing documents in an associated time sequence. The second method suits real time 

monitoring and control of the process from multiple asynchronous text streams. In the experiment, these two 

methods were alternatively executed and after iterations a monotonic convergence can be guaranteed. The 

advantages of our approach were justified through extensive empirical studies on two real data sets from three 

news and micro-blogging respectively. 
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1 Introduction 
Tremendous and potentially infinite volumes of data 

streams are often generated by real-time 

surveillance systems, micro-blogging (twitter, 

facebook or google+), weather data, weblog articles, 

news or mail list and other dynamic environments. 

The stream data flow in and out of a computer 

system continuously and with varying update rates. 

Moreover, the effective processing of stream data, 

new data structures, techniques, and algorithms are 

needs for extracting valuable knowledge tasks are 

more complex when processing text documents that 

arrive in discrete or continuous forms of 

asynchronous data in real-time. 

A noticeable amount of work is conducted on the 

topic of latent dirichlet allocation (LDA) modeling, 

Blei [7] with the main objective to enhance the 

descriptive and/or predictive model of the data’s 

thematic structure based on the embedded prior 

knowledge about the domain’s semantics. The basic 

idea in LDA is that documents are represented by a 

mixture of topics where each topic is a latent 

multinomial variable characterized by a distribution 

over a fixed vocabulary of words. The evolution of 

the LDA’s generative process for documents is 

achieved by considering Dirichlet priors on the 

document distributions over topics and on the topic 

distributions over words. This emerging approach 

has been effectively applied to discover useful 

structures in many kinds of documents including 

emails, the scientific literature [13], libraries of 

digital books [33], and news records [30]. 

Furthermore, OLDA is an online version of the 

LDA model that is capable of processing text 

streams [2]. The OLDA model considers the 

temporal ordering information and presupposes that 

the documents arrive in discrete time slices. At each 

time slice t of a fixed size ε, e.g. an hour, a day, or a 

year, a stream of documents, S
t
 = {d1, . . . , dD

t
}, of 

variable size, D
t
 , is received and ready to be 

processed. A document d received at time t is 

represented as a vector of word tokens, w
t
d = {w

t
d1, . 

. . ,w
t
dNd }. Then, an LDA topic model with K 

components is used to model the recently arrived 

documents. The generated model, at a given time, is 

used as a prior for LDA at the following time slice, 
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when a new data stream is available for processing. 

Then, it was assumed that given a document in the 

sequence, the time stamp of the document was 

generated provisionally independently from word. 

In Blei et al.,[7], the authors introduced hyper-

parameters that advance over time in state transfer 

models in the sequence. For each time slice, a 

hyper-parameter is allocated with a state by a 

probability distribution, given the state on the prior 

time slice. In Mei Q. [22], the time dimension of the 

sequence was cut into time slices and topics were 

discovered from documents in each slice 

independently. Consequently, in multiple-sequence 

cases, topics in each sequence can only be estimated 

separately and potential correlation between topics 

in different sequences, both semantically and 

temporally, could not be fully explored. In [7, 20], 

the semantic correlation between different topics in 

static text collections was considered. Similarly, 

Zhai et al.,[32] explored common topics in multiple 

static text collections. Wang et al.,[28] studied a 

generalized asynchronous distributed learning 

scheme with applications in topic mining. However, 

in their work the term “asynchronous” means set 

independent Gibbs samplers which communicate 

with each other in an asynchronous manner. 

Therefore, their problem statement is basically 

different from ours. In this paper, we address the 

problem of nontrivial to investigate the correlation 

with the existence of different among multiple data 

stream, i.e., documents from different multiple Text 

Streams about the same topic may have different 

time stamps and propose a helpful method to solve 

it.  

The general idea in of our method is to 

distinguish events and trends that evolving content 

in text streams and to build up a shared 

reinforcement process. We used a web crawler for 

collecting the heterogeneous data for changes within 

the content of that data stream. The fuzzy k-mean 

used for clustering group of all documents that 

similarity distance in each time stamp. In each 

cluster, we extracted keyword/term from data 

stream by counting the number of documents that 

contain a given term/keyword. For each document, a 

time stamp is identified, allowing our analysis to be 

temporally. However, information analysis 

professionals often seek to discover and track 

surprising events and emerging trends over time and 

in a timely fashion. For example, text that contains 

e-mail messages may provide useful feedback about 

products, so that you could use the Term Extraction 

transformation to extract the topics of discussion in 

the messages, as a way of analyzing the feedback.  

We began with embedding an objective function 

in the inference process of the LDA model in order 

to boost the discovered topic from the asynchronous 

text streams, which will be referred to hereafter as 

the test document. Our major contributions are the 

following: 

1. We address the problem of LDA topic models 

from multiple asynchronous text streams. To 

the extent of our knowledge, this is the initial 

effort to solve this problem. 

2. We applied the events and trends detection in 

text streams for monitoring a stream of text or 

messages for changes within the content of 

that data streams. 

3. We formalize our problems by introducing a 

principled probabilistic framework and 

propose an objective function for to solve our 

problems. 

4. We develop a novel interchange optimization 

algorithm to maximize the objective function 

with a theoretically guaranteed (local) 

optimum. 

 

The effectiveness and advantage of our methods 

are validated by a wide-ranging empirical study on 

two real-world data sets (Reuters-21578 and twitter 

dataset).   

The rest of the paper is structured as follows: In 

Section 2, we address some supplementary detail 

about a variety of Latent Dirichlet allocation (LDA) 

and event detection. We discussed the associated 

work in Section 3. Section 4 proposes extensions of 

our model and algorithm. Section 5 presents the 

empirical results. Concluding remarks and future 

extensions are discussed in Section 6.  

 

 

2 Background 
There are a number of theories concerning LDA 

topic models and Real-time event detection, but 

this article only discusses a subset of them. The 

specific theories discussed have been chosen 

because they appear to be most applicable to the 

analysis and design of detection the event and 

trend of text streams in real-time situation. 

 

2.1 Latent Dirichlet Allocation (LDA) 
Blei et al.,[7] proposed a topic model called Latent 

Dirichlet allocation (LDA). The basic idea of LDA 

is that documents are represented as random 

mixtures over latent topics, where each topic is 

characterized by a distribution over words. A 

process flow of LDA is illustrated in Fig.1.  
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Fig. 1. A Process Flow of Latent Dirichlet allocation 

(LDA) 

In Fig. 1, the documents (θ) are not directly 

linked to the words (w). However, this 

relationship is governed by additional latent 

variables, z, introduced to represent the 

responsibility of a particular topic in using that 

word in the document, i.e. the topic(s) that the 

document is focused on. By introducing the 

Dirichlet priors α and β over the document and 

topic distributions, respectively, the generative 

model of LDA is complete and is capable of 

processing unseen documents.  

LDA assumes the following generative process 

for each document w in a corpus D: 

(1) Choose N ~ Poisson().  

(2) Choose ~ Dir(). 

(3) For each of the N words wn: 

(a) Choose a topic zn ~ Multinomial (). 

(b) Choose a word wn from p(wn|zn,), a 

multinomial probability     conditioned 

on the topic zn. 

Several simplifying assumptions are made in 

this basic model, some of which we remove in 

subsequent sections. First, the dimensionality k of 

the Dirichlet distribution (and thus the 

dimensionality of the topic variable z) is assumed 

known and fixed. Second, the word probabilities 

are parameterized by a k_V matrix  where ij = 

p(wj = 1jzi = 1), which for now we treat as a fixed 

quantity that is to be estimated. Finally, the 

Poisson assumption is not critical to anything 

that follows and more realistic document length 

distributions can be used as needed. 

Furthermore, note that N is independent of all 

the other data generating variables ( and z). It is 

thus an ancillary variable and we will generally 

ignore its randomness in the subsequent 

development. A k-dimensional Dirichlet random 

variable  can take values in the (k−1)-simplex (a 

k-vectorlies in the (k−1)-simplex if i >= 0, ∑k i=1 

i = 1), and has the following probability density 

on this simplex: 

 

   p( |∞) = 
          

   

                
   

   
    

….  
    

        (1)

Where the parameter ∞ is a k-vector with 

components    > 0; (x) is the Gamma function.  

 

2.2 Event detection 
Event detection is conducted on formal document 

collections that shows somehow related to a 

number of undiscovered events. However, finding 

these events/terms in a timely fashion is not an 

easy task. A surprise event/term is an arbitrary 

classification of a space/time region. The statistic 

looks for deviations in the number of occurrences 

of a specific term normalized by the total number 

of documents (within the same time interval). The 

formula used for the chi-square statistic is  

 

x2 = 
                    

 

  
    

           
   (2) 

 

From equation (2), y is either 0 or 1. If y is 1, 

the Yates continuity correction is applied for the 

low sample size in which the count in at least one 

cell is less than or equal to 5. 

The Gaussian statistic is based on comparing 

the observed value xi to the average over the 

previous values (1/np) ∑xj, normalized by the 

standard deviation of these previous values.  

 

 G = 
   

 

  
      
      

     
 

  
 

                                     (3) 

From equation (3), np is the number of time 

intervals in the previous time windows and s is 

the standard deviation. 

Engel et al combine the previous algorithms 

(chi-square and Gaussian) for the surprise 

statistic [Engel et al 2010], as follows: 

 

Csurprise =    +|G|                  (4) 

 

We focus on the event and term for calculating 

the surprise statistic using ratio of the maximum 

value of the likelihood functions over the entire 

parameter space. An event might have actively 

participating agents, passive factors, products, 

and a location in space and time [4, 6]. We 

interest in using the events obtained from news 

and tweets that represent the large collection of 

time-stamped text sequence. These events have 

several properties: i) they are of large scale (many 

users experience the event), ii) they particularly 

influence people’s daily life (for that reason, they 

are induced to tweet about it or reports on news), 

and iii) they have both spatial and temporal 

regions (so that real-time location estimation 

would be possible). Such events include social 

events such as large parties, sports events, 

exhibitions, accidents, and political campaigns.  
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3 Related Work 
Topic mining has been extensively studied in the 

literature, starting with the Topic detection and 

Tracking (TDT) project [20, 31], which aimed to 

find and track topics (events) in news with 

clustering-based techniques.  

Later on, probabilistic generative models were 

introduced into use, such as Probabilistic Latent 

Semantic Analysis (PLSA) [12], Latent Dirichlet 

Allocation (LDA) [3], and their derivatives [4-6]. 

In many real applications, text collections carry 

generic temporal information and, thus, can be 

considered as text sequences. To capture the 

temporal dynamics of topics, various methods 

have been proposed to discover topics over time in 

text sequences [1, 15-18, 21, 25, 28]. However, 

these methods were only designed to extract 

topics from a single sequence. For example, in 

Ting et al. [27] and Paradimitrious et al., [23], 

which adopted the generative model, time stamps 

of individual documents were modelled with a 

random variable, either discrete or continuous. 

Then, it was assumed that given a document in 

the sequence, the time stamp of the document 

was generated conditionally independently from 

word. In Williams G.,[32], the authors introduced 

hyper-parameters that evolve over time in state 

transfer models in the sequence.  

A very recent work by [Wang et al. 2012] first 

proposed a topic mining method that aimed to 

discover common (bursty) topics over multiple 

text sequences. They find topics that shared 

common time distribution over different 

sequences by assuming that the sequences were 

synchronous, or coordinated. Based on this 

premise, documents with same time stamps are 

combined together over different sequences so 

that the word distributions of topics in individual 

sequences can be discovered. As a contrast, in our 

proposed, we aim to find topics that are common 

in semantics, while having asynchronous time 

distributions in different sequences.  

Sakaki et al.,[25] investigate the real-time 

interaction of events such as earthquakes, in 

Twitter, and propose an algorithm to monitor 

tweets and to detect a target event. They consider 

each Twitter user as a sensor and apply Kalman 

filtering and particle filtering, which are widely 

used for location estimation in 

ubiquitous/pervasive computing. As a contrast, in 

our proposed, we detect surprising event/term 

from the unit of calculation that represent as 

term or keyword that can be a single word or 

multiple words and pre-processing of the time-

sequence documents.  

The work presented in this paper is an 

extension of the previous studies AlSumait et 

al.,[3]; Engel et al.,[12]; Sakaki et al.,[25] and 

Whitney et al.,[31] in the following ways. First, 

common topics are extracted from multiple 

sequences based on the adjusted time-stamps 

that update the time stamps of documents in all 

sequences by assigning them to most relevant 

topics. Seconds, we developed and tested a new 

programming model that can be embedded in the 

inference process of the LDA model. It can 

enhance the discovered surprise event from the 

text data (test documents). Third, the results 

obtained from our model was evaluated and 

compared with of other models using real-world 

data on a large volume of dataset.  
 

4 Objective Function and Algorithm 
In this section, we formally define our algorithm 

for extracting common topics from multiple 

asynchronous text sequences. 

 

4.1 Objective Function 
We derive out objective function, which is to 

maximize the likelihood estimation subject to 

certain constraints. The main symbols are 

illustrated in Table 1.  
 

Table I. The symbols and meanings 

Symbols Description 

d Document 

t Timestamp 

w Word 

z topic 

M Number of text sequences 
T Length of sequences 
V Number of distinct words 
K Number of topics (given by users) 

We define text sequence as follows: 

—Definition 1 (Text Sequence) 

S is a sequence of N documents (d1,…, dn). 

Each document d is a collection of words over 

vocabulary V and indexed by a unique time stamp 

t  {1,…,T} 

 

—Definition 2 (Common Topic) 

The documents {d Sm : 1 <= m <= M} are 

modeled by a discrete random variable d. The 

words are modeled by a discrete random variable 

w over vocabulary V. The time stamps are 

modeled by a discrete random variable t over 

{1,…,T},  At last, the common topics Z are encoded 

by a discrete random variable z  2 {1,2,…,K}  

The generating process is as follows: 

(1) Pick a document d with probability p(d). 

(2) Given the document d, pick a time stamp t 

with probability p(t|d), where p(t=t|d) = 1 
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→ → 

→ → → → 
→ → 

→ → 

→ → → 
→ 

for some t. This means that a given 

document only has one time stamp. 

(3) Given the time stamp t, pick a common 

 

(4) Given the topic z, pick a word w with 

probability p(w|z) ~ Mult(). 

The according to the generative process, the 

probability of word w in document d is: 

p(w|d) =                             (5) 

 

—Definition 3 (Asynchronism) 

Given M text sequences {Sm : 1 <= m <= M}, in 

which documents are indexed by time stamps {t:1 

<= t<=T}, asynchronism means that the time 

stamps of the documents sharing the same topic 

in different sequences are not properly aligned. 

arg max � =                                   

(6) 

We calculate the maximize the likelihood 

function � by adjusting                   as well 

as        subject to the constraint of preserving 

temporal order within sequence.  

—Definition 4 (Term Frequency*Inverse 

Document Frequency) 

The term count in the given document is 

simply the number of times a given term appears 

in that document. This count is usually 

normalized to prevent a bias towards longer 

documents (which may have a higher term count 

regardless of the actual importance of that term 

in the document) to give a measure of the 

importance of the term within the particular 

document. Thus one can calculate the term 

frequency for the word as the ratio of number of 

times the word occurs in the document to the 

total number of words in the document. The 

inverse document frequency is a measure of 

whether the term is common or rare across all 

documents. It is obtained by dividing the total 

number of documents by the number of 

documents containing the term, and then taking 

the logarithm of that quotient. 

 

Idf(t, D) = log 
   

            
              (7) 

 From equation (7), we assume a document 

containing 100 words wherein the word cow 

appears 3 times. Following the previously defined 

formulas, the term frequency (TF) for cow is then 

(3 / 100) = 0.03. Now, assume we have 10 million 

documents and cow appears in one thousand of 

these. Then, the inverse document frequency is 

calculated as log(10 000 000 / 1 000) = 4. The 

tf*idf score is the product of these quantities: 0.03 

× 4 = 0.12. 

 

—Definition 5 (Cosine Similarity) 

When documents are represented as term 

vectors, the similarity of two documents 

corresponds to the correlation between the 

vectors. This is quantified as the cosine of the 

angle between vectors, that is, the so-called cosine 

similarity. 

Given two documents ta and tb, their cosine 

similarity is; 

SIMc(ta, tb) = 
     

         
    (8) 

where ta and tb are m-dimensional vectors over 

the term set T = {t1, . . . , tm}. Each dimension 

represents a term with its weight in the 

document, which is non-negative. As a result, the 

cosine similarity is non-negative and bounded 

between [0,1]. An important property of the 

cosine similarity is its independence of document 

length. For example, combining two identical 

copies of a document d to get a new pseudo 

document d0, the cosine similarity between d and 

d0 is 1, which means that these two documents 

are regarded to be identical. Meanwhile, given 

another document l, d and d0 will have the same 

similarity value to l, that is, sim(td , tl ) = sim(td0 , 

tl). In other words, documents with the same 

composition but different totals will be treated 

identically. Strictly speaking, this does not satisfy 

the second condition of a metric, because after all 

the combination of two copies is a different object 

from the original document. However, in practice, 

when the term vectors are normalized to a unit 

length such as 1, and in this case the 

representation of d and d0 is the same. 

 

4.2 Our Algorithm 
 

Our proposed algorithm is summarized in 

Algorithm 1. As illustrated, K is the number of 

topic specified by users. The initial values of 

                    are counted from the original 

time stamps in the sequences. 

Algorithm 1. The LDA Topic Models on Real 

Time Multi-Data Streams  

Input: K,                    ; 

Output:                     ; 
Initialization: compute the weight distribution 

Dw(x,y) from two types dataset; 
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Generate: generate a topic (t)k  ~ 

Dirichlet(.| (t)k) ; 

Repeat 

 Initialize p(z|t) and p(w|z) with random 

values; 

Repeat 

 update p(z|t) and p(w|z) ; 

Until convergence; 

For each word token, wdi, in document d: 

 Draw z(t)i from multinomial (t)d; 

  p(z(t)i | (t)d);   

 Draw w(t)di from multinomial (t)zi;   

  p(w(t)di | z(t)i, (t)zi );    

End 

For m = 1 to M do 

 For j = 1 to T do initialize H (1:1, 1:j); 

  For i=2 to T do 

   For j = 1 to T do 

    //Count the standard deviation of 

the counts in the previous time 

windows 

    G=

 

  
       
    

 

  
      
      

 
  

  
 

  

  

 

   End 

  End 

 End 

End 

Until convergence; 

 

The computation complexity of the topic 

extraction step is approximately O(VMT3) where 

V is the size of vocabulary, T the number of 

different time stamps, K the number of topics, 

and M the number of sequence.  

 

5 Empirical Evaluation 
We evaluated our method on two sets of real-

world text sequences, a set of two news article 

feeds and tweets dataset. To achieve the aims, the 

following issues were determined.  

(1) We explore the underlying asynchronism 

among text sequences and fix it with our 

time synchronization techniques;  

(2) We try to find meaningful and 

discriminative common topics from multiple 

text sequences; 

(3) We consistently outperform the baseline 

method (without time synchronization), but 

also an improved competitor with one-time 

synchronization process; and 

(4) We embedded semantics from a source by 

enhancing the generative process of the 

model parameter to improve the 

performance.  

 

 

5.1 Data Sets 
We downloaded the Reuters-21578 dataset from 

David Lewis' page and used the standard 

"modApté" train/test split. These documents 

appeared on the Reuters newswire in 1987 and 

were manually classified by personnel from 

Reuters Ltd. 

The class distribution for these documents can 

be divided into two sub-collections that usually 

considered for text categorization tasks as 

following: 

(1) R10; The set of the 10 classes with the 

highest number of positive training 

examples. 

(2) R90; The set of the 90 classes with at least 

one positive training and testing example.  

 

Table 2. The Reuters-21578 dataset 

Reuters 21578 

#Topics #train docs #test docs #other Total #docs 

0 1828 280 8103 10211 

1 6552 2581 361 9494 

2 890 309 135 1334 

3 191 64 55 310 

4 62 32 10 104 

5 39 14 8 61 

6 21 6 3 30 

7 7 4 0 11 

8 4 2 0 6 

9 4 2 0 6 

10 3 1 0 4 

11 0 1 1 2 

12 1 1 0 2 

13 0 0 0 0 

14 0 2 0 2 

15 0 0 0 0 

16 1 0 0 1 

 

We consider single-labeled datasets in table 2. 

All the documents with less than or with more 

than one topic were eliminated. For example, 

classes in R10 and R90 were left with no train or 

test documents.  
 

Table 3. The distribution of document per class 

for R8 

R8 

Class #train docs #test docs Total #docs 

acq 1596 696 2292 

crude 253 121 374 

earn 2840 1083 3923 

grain 41 10 51 

Interest 190 81 271 

Money-fx 206 87 293 

Ship 108 36 144 

Trade 251 75 326 

Total 5485 2189 7674 

 

From table 3, we call these sets R8. Note that 

from R10 to R8 the classes corn and wheat, which 

are intimately related to the class grain, 
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disappeared and this last class lost many of its 

documents. 

 

Table 4. The example Tweet related with event 

situation 

Twitter 

User Message DateTime 

1 Happy 30th Birthday to Prince 

William #morebirthdays 

09:10 AM, 20 

Jun 

2 Next 100 participants that register 

on a team will get a FREE Braves 

ticket for next Thursday’s game! 

9:52 AM, 25 Sep 

3 Wants you to join us TOMORROW 

night at Flip Flops for 

KARAOKE!!! 

About 24 hours 

ago from 

facebook 

4 If you are hungry…check out John 

& Jack’s Pancake Shack for some 

good eats!!!! Only $3 a plate 

2 minutes ago 

from web 

5 Yeah, I felt today’s earthquake. 

But it just wasn’t as good as last 

July’s 3.6 quake; I prefer the 

earlier stuff.  

14 minutes ago 

via Twitter for 

iPhone 

 

From table 4, we select short twitter messages 

posted by five different users. For example, user 1 

posts “the Birthday to Prince William on 20 Jun 

or last 14 minutes ago from time windows have 

an earthquake”. 

 

5.2 Evaluation Metrics 
We evaluated the performance of our method 

using several different metrics.  We have three 

main parameters, namely, p(t|d), p(z|t), and 

p(w|z). Here, p(t|d) gives the new time stamps of 

documents after adjustment, p(z|t) indicates the 

time distribution of extracted topics while p(w|z) 

gives the word distribution. These parameters are 

all to be examined in our experiments.  

(1) For p(w|z), we evaluate the 

meaningfulness of extracted topics by 

examining their top-ranked topical words. 

We also compute the pairwise KL-

divergence between topics to evaluate how 

discriminative they are. (In practice, we 

normally expect meaningful topics that can 

be easily understood by human users and 

we want these topics to be as 

discriminative as possible, in order to 

avoid redundant information.) 

(2) For p(z|t), we want to see if, after 

synchronization, our method is able to 

separate different topics along the time 

dimension, which would eventually 

improve the quality of extracted topics. 

(3) For p(t|d), we demonstrate how our 

method adjusts documents’ time stamps 

and fixes the synchronization among 

sequences. 

We also computed the log-likelihood of our 

method and compared it to that of the baseline 

method. 

 

Table 5. The top 5 topical word (sorted by 

probability) 

Terms Related 

words 

Related 

documents 

Related 

topics 

Film Episode Film Film, series, 

show 

 Movie Cinema of 

the united 

kingdom 

City, large, 

area 

 Television History of 

film 

Acid, form, 

wate 

 Actor Stanley 

Kubrick 

#card, 

#make, 

#design 

 Comic B movie Ship, engine, 

design 

Disease Blood List of 

genetic 

disorders 

Disease, 

patient, cell 

 Patient Crohn’s 

disease 

Specie, 

animal, 

plant 

 Treatment Infectious 

disease 

Specie, 

animal, 

plant 

 Disorder Tay-sachs 

disease 

Food, make, 

wine 

 Brain Multiple 

sclerosis 

Country, 

population, 

people 

Car Vehicle Brabhma Car, race, 

vehicle 

 Driver Cable car 

(railway) 

City, large, 

area) 

 House Grand prix 

legends 

Build, 

building, 

house 

 Wheel Mini Black, white, 

people 

 Train Stock car 

racing 

War, force, 

army 

 

In order to show the stability of our method 

against random initialization, we repeated our 

method more than 100 times and compared it to 

the baseline method under two different metrics: 

log-likelihood and pairwise KL-divergence 

between the words distributions of different 

topics.  
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5.3 Results on Literature Repositories 
Twitter-influenced LDA was run on nine subsets 

of the Reuters dataset which correspond to the 

first nine streams. The perplexity of a model was 

computed using the successive stream as the test 

set.  

 

 
Fig. 2. LDA on Twitter (trained with Reuters articles) 

 

Fig. 2 shows the Twitter-influenced LDA 

compared to the corresponding models that were 

trained on the Reuters documents only. It can be 

seen that the perplexity of LDA with Twitter 

articles is lower in five out of the nine models. It 

can be inferred that the higher perplexity in some 

cases with Twitter is due to the unstructured 

approach used to partition the data, which does 

not guarantee the representation of all the classes 

in each stream. Thus, any document in the test 

set that belongs to a new class would eventually 

increase the perplexity. However, when this 

factor is neutralized, incorporating external 

knowledge from Twitter does improve the 

performance. 
 

 
Fig. 3. Temporal profiles for the dataset, sorted by the 

Gausian emergence scored  

 
Fig. 3 shows the temporal profiles for the top 

20 surprising terms that come from twitter and 

Reuter news. From these plots, the main topic 

within this dataset becomes obvious (H1N1, the 

swine flu outbreak of 2009). On April 24, the 

surprise analysis starts to select terms that first 

appear about the swine flu outbreak (serious, 

vaccination, epidemic).  

 

6 Conclusion 
In this paper, we tackle the problem of mining 

common topics from multiple asynchronous text 

sequences. We propose a novel method which can 

automatically discover and fix potential 

asynchronism among sequences and 

consequentially extract better common topics. The 

key insight driving our approach is that we 

introduce a self-refinement process by utilizing 

correlation between the semantic and temporal 

information in the sequences. It performs topic 

extraction and time synchronization alternately 

to optimize a unified objective function. A local 

optimum is guaranteed by our algorithm. We 

justified the effectiveness of our method on two 

real-world data sets, with comparison to a 

baseline method. Empirical results suggest that 

our method 1) is able to find meaningful and 

discriminative topics from asynchronous text 

sequences; 2) significantly outperforms the 

baseline method, evaluated by using both 

qualitative and quantitative measures; 3) the 

performance of our method is robust and stable 

against different parameter settings and random 

initialization.  

In addition, it can be extended to work in an 

online for mining text streams and using an 

evolving external knowledge. The effect of the 

embedded historic semantics on detecting 

emerging and/or periodic topics constitutes future 

work. 
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